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Finite-time stability and stabilization of time-delay systems
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Abstract

Finite-time stability and stabilization of retarded-type functional differential equations are developed. First, a theoretical result on finite-time
stability inspired by the theory of differential equations, using Lyapunov functionals, is given. As it may appear not easily usable in practice,
we show how to obtain finite-time stabilization of linear systems with delays in the input by using an extension of Artstein’s model reduction to
nonlinear feedback. With this approach, we give an explicit finite-time controller for scalar linear systems and for the chain of integrators with
delays in the input.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In the framework of ordinary differential equations, several
studies have shown the possibility of stabilizing a system in
finite-time – and not merely asymptotically – using continuous,
time-invariant feedbacks. Several aspects of finite-time stability
have been considered in the literature, both from a theoretical
point of view with precise definitions, Lyapunov and converse
Lyapunov results, regularity properties of the settling-time
function [1–3], and from a practical point of view with
applications in robotics [4] and from the fact that such control
laws exhibit good properties of robustness and disturbance
rejections [5]. Recently, finite-time stabilization for triangular
control systems described by retarded functional differential
equations has been studied in [6] by using the back-stepping
technique.

First, in this paper, we show how to obtain a theoretical
sufficient condition of finite-time stability for general retarded
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functional differential equations by using the method of
Lyapunov–Krasovskii functionals. This result is inspired by
the results on finite-time stability of ordinary differential
equations (see [1–3]) and can be easily extended to the neutral-
type cases. Unfortunately, this theoretical result is not so
usable in practice for studying the finite-time stabilization
problem. This is due to the fact that it is really difficult
to find a Lyapunov functional satisfying the assumptions of
our theoretical result. Only a simple example is given; the
reader may understand that this result is only a theoretical one.
This is the reason why we develop a more practical method.
So, we will demonstrate how an extension of the theory of
Artstein’s reducing transformations defined in [7] can be used
to solve the finite-time stabilization problem of linear delayed
control systems. This kind of models are generally used to
describe systems with delay on the transmission lines as in
the teleoperation or remote systems. The presented method is
then used to give a finite-time feedback control for scalar linear
systems and for the chain of integrator with delays in the input.

The paper is organized as follows. In Section 2, we will
provide some notations and definitions useful all along the
paper. A sufficient condition for finite-time stability of retarded
functional differential equations will be addressed in Section 3.
In Section 4, an extension of the Artstein models reduction will
be given. The reduction enables us to employ the literature on
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ordinary systems, and to analyze the finite-time stabilization
of linear systems with delays on the input variables with an
example. Finally, the conclusions of the paper are given in
Section 5.

2. Notations and definitions

The upper right Dini derivative of a function f : [a, b] → R
is the function D+ f : [a, b] → R defined by

D+ f (x) = lim sup
h→0+

f (x + h) − f (x)

h
.

Let a > 0, a continuous function g : [0, a] → [0, +∞[ belongs
to class K if it is strictly increasing and g(0) = 0. Let A be a
matrix, x ∈ Rn and f a real function, |||A||| denotes a matrix
norm,

‖ f ‖∞ = sup
x≥0

| f (x)|

the infinity norm and ‖x‖n the Euclidean norm in Rn . The
spectrum of a matrix A is denoted by σ (A).

Throughout this paper, we use the following notations: Ch
n

is the space of continuous functions φ : [−h, 0] → Rn with
h ≥ 0, and

Cε =

{
φ ∈ Ch

n : ‖φ‖Ch
n

< ε
}

with

‖φ‖Ch
n

= sup
−h≤s≤0

‖φ(s)‖n .

We are interested by retarded functional differential equations
of the form

ẋ(t) = f(xt ), t ≥ 0, (1)

where xt : [−h, 0] → Rn is given by xt (s) = x(t + s) and
ẋt (s) = ẋ(t + s) for every s ∈ [−h, 0]. ẋ(t) denotes the right-
hand derivative of x(t), f : Ch

n → Rn is a continuous functional
such that f(0) = 0. In the following, we suppose that the system
(1) possesses uniqueness of solutions in forward time.

As usual, x(t) is called a solution of the system (1) with
initial condition φ at the origin if x(t) is defined on [−h, b)

with b ∈ R such that:

(i) x0 ≡ φ,
(ii) x(t) is continuous on [0, b),

(iii) x(t) satisfies the Eq. (1) for all t ∈ [0, b).

x(t) is denoted by x(t, φ) and xt by xt (φ).
The system (1) is said to be:

(i) stable if for any ε > 0 there exists δ(ε) > 0, such that
φ ∈ Cδ(ε) implies that
(a) x(t, φ) is defined for all t ≥ 0,
(b) ‖x(t, φ)‖n < ε for all t ≥ 0,

(ii) asymptotically stable if it is stable and there exists δ such
that φ ∈ Cδ implies limt→+∞ x(t, φ) = 0.

Definition 1. The system (1) is finite-time stable if:
(i) the system (1) is stable,
(ii) there exists δ > 0 such that, for any φ ∈ Cδ , there exists

0 ≤ T (φ) < +∞ for which x(t, φ) = 0 for all t ≥ T (φ).

T0(φ) = inf {T (φ) ≥ 0 : x(t, φ) = 0 ∀t ≥ T (φ)}

is a functional called the settling time of the system (1).

Remark 2. The finite-time stability implies that the system (1)
cannot be Lipschitz at the origin. Indeed, if the system (1) is
finite-time stable, there is no uniqueness of solutions in back-
ward time at the origin due to the fact that all solutions reach
the origin. This motivates the assumption on the continuity of
the system (1) with uniqueness of solutions in forward time. It
implies the existence of a global semi-flow and the continuous
dependence on the initial data (see [8, Chapitre 2]).

3. Preliminary results on finite-time stability

The first lemma is called the Comparison Lemma. Its proof
and more general versions can be found in [9, Section 5.2]
and [10, Section 4].

Lemma 3 (Comparison Lemma). Let J be a segment of R, if
the scalar differential equation

ẋ = f (x), x ∈ J

has the global semi-flow Φ : R≥0 × J → R, where f : J → R
is continuous, and if g : [a, b) → J (b could be infinity) is a
continuous function such that

D+g(t) ≤ f (g(t)), t ∈ [a, b),

then g(t) ≤ Φ(t, g(a)) for all t ∈ [a, b).

We denote by

V̇ (xt ) = lim sup
h→0+

V (xt+h) − V (xt )

h

= D+V(xt ).

Proposition 4. Consider the system (1) with uniqueness of
solutions in forward time. If there exists δ > 0 and a continuous
functional V : Cδ → R≥0, ε > 0, two functions α, r of class K
such that ż = −r(z) has a flow and for all φ ∈ Cδ ,

(i) α(‖φ (0)‖n) ≤ V (φ),
(ii) V̇ (φ) ≤ −r(V (φ)) with

∫ ε

0
dz

r(z) < +∞,

then the system (1) is finite-time stable with a settling time
satisfying the inequality

T0(φ) ≤

∫ V(φ)

0

dz

r(z)
.

Proof. Let V : Cδ → R≥0 be a Lyapunov functional for
the system (1). The Lyapunov–Krasovskii theorem (see [8,
Section 5.3]) ensures that the system (1) is asymptotically
stable. Let x(t, φ) be a solution of (1) which tends to the origin
with the settling time 0 ≤ T0(φ) ≤ +∞. It remains to prove
that T0(φ) < +∞. Let us consider the system

ẏ = −r(y), y ≥ 0,
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with the flow Φ(t, y) for y ≥ 0. For all t ≥ 0 and all φ ∈ Cδ ,

V̇(xt (φ)) ≤ −r(V(xt (φ))).

Now, if we apply the Comparison Lemma 3, we could deduce
that

V(xt (φ)) ≤ Φ(t, V(φ)), t ≥ 0, φ ∈ Cδ.

From [2], we know that

Φ(t, V(φ)) = 0 for t ≥

∫ V(φ)

0

dz

r(z)
.

With the positive definiteness of V, we can conclude that, for
all t ≥ 0 and all φ ∈ Cδ ,

x(t, φ) = 0 for t ≥

∫ V(φ)

0

dz

r(z)
.

Thus, the system (1) is finite-time stable with the settling time

T0(φ) ≤

∫ V(φ)

0

dz

r(z)
< +∞.

It is worth noticing that T0 is actually continuous at the
origin. �

Let us consider a simple example of a finite-time stable
retarded system.

Example 5. Let 0 < α < 1 and consider the delayed system

ẋ (t) = − |x (t)|α sgn (x (t))
(

1 + x (t − h)2
)

.

The solutions of such a system depend continuously on the
initial data. Indeed, the functional is Lipschitz everywhere
in x (t − h) and Lipschitz outside the origin and continuous
everywhere in x (t). We know that the Lipschitz property on
the right-hand side of the system implies the uniqueness of
solutions. As the only solution starting from the origin of the
system is the zero solution x (t) ≡ 0, the system possesses the
uniqueness of solutions in forward time. Let

V(xt ) =
x (t)2

2

we have

V̇(xt ) = − |x (t)|1+α
(

1 + x (t − h)2
)

≤ − |x (t)|1+α
= −2

1+α
2 V (xt )

1+α
2 .

So the system is finite-time stable under the settling time

T0(xt ) ≤
|x (t)|1−α

1 − α
.

Fig. 1 shows the evolution of x(t) for α = h = 0.5.

Remark 6. Let us consider the system

ẋ (t) = f (x (t) , x (t − h1) , . . . , x (t − hk)) (2)

where h1, . . . , hk are positive numbers and

f : Rn
× · · · × Rn

→ Rn
Fig. 1. A finite-time stable delayed system with h = 0.5.

a nonzero continuous function such that the origin is the only
point of the domain of f satisfying f (0, . . . , 0) = 0. Then
the system cannot be finite-time stable. Indeed, suppose that
the system is finite-time stable. Let x (t) be a non zero solution
satisfying x (t) = 0 for all t ≥ T . It implies that ẋ (t) = 0 for
all t ≥ T . With the assumption on f , we deduce that x (t) = 0
for all t ≥ T − max (h1, . . . , hk). Step by step, we conclude
that x (t) = 0 for all t ≥ 0, then x (t) ≡ 0 and f ≡ 0. This
leads to a contradiction.

The previous remark implies that there is no way to solve
the finite-time stabilization problem for the class of discrete
delayed systems whose closed-loop system is defined by (2).
In particular, the use of a discrete delayed feedback control
is inadequate to solve the finite-time stabilization problem. In
order to give a constructive method for the problem of finite-
time stabilization of a class of linear systems, we will use
Artstein’s reduction-type scheme which leads to the use of a
feedback control with distributed delays.

4. Extension of Artstein’s transformation: Application to
the finite-time stabilization problem

Let us consider the system

ẋ(t) = Ax(t) +

k∑
i=0

Bi u(t − hi ), t ≥ 0 (3)

where x(t) ∈ Rn , u(t) ∈ Rm , A is an n ×n matrix, the matrices
Bi are n × m, hi are positive constants. The control system (3)
is finite-time stabilizable if there exists a feedback control law
u which is time and state dependent such that:

(i) u (0) = 0,
(ii) the closed-loop system

ẋ(t) = Ax(t) +

k∑
i=0

Bi u(t − hi ), x ∈ Rn .

is a finite-time stable.
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In order to simplify the notation, we denote u (t) the
feedback control even if it is state dependent, in order to easily
calculate u(t − hi ). Such kind of systems are generally used
to represent the time delay introduced by transmission lines
as, for example, in teleoperation or network controlled systems
(see [11]). By using Leibniz’s formula for differentiating
integrals depending on parameters, we deduce that if

y (t) = x (t) +

k∑
i=0

Lhi
(A,Bi )

ut

where ut : [−h, 0] → Rm is given by ut (s) = u (t + s) for
every s ∈ [−h, 0] and

Lh
(A,Bi )

f =

∫ 0

−h
eA(−h−s) Bi f (s) ds

then

ẏ (t) = Ay (t) + Bu (t) (4)

with

B =

k∑
i=0

e−Ahi Bi .

Now, we may give an extension of Artstein’s model reduction
given in [7, Theorem 6.1] and [12] to nonlinear feedback.

Theorem 7. If the system (4) is stabilizable (respectively finite-
time stabilizable) by a feedback control

u (t) = k (t) f (y (t))

with k (t) bounded and f : Rn
→ Rm continuous such that

f (0) = 0 and there exists a function α of class K such that

‖ f (x)‖m ≤ α(‖x‖n),

then the system (3) is stabilizable (respectively finite-time
stabilizable) by the feedback control

u(t) = k(t) f

(
x(t) +

k∑
i=0

Lhi
(A,Bi )

ut

)
. (5)

Proof. The fact that the integral Eq. (5) admits a continuous
solution is left to the reader. Suppose that the system (4) is
stabilizable by a feedback control

u (t) = k (t) f (y (t))

with k (t) bounded and f continuous such that f (0) = 0. First,
we notice that

‖ f ◦ yt‖C
hi
m

= max
−hi ≤s≤0

‖ f (y (t + s))‖m ,

≤ max
−hi ≤s≤0

α
(
‖y (t + s)‖n

)
by assumption,

≤ α

(
max

−hi ≤s≤0
‖y (t + s)‖n

)
since α ∈ K,

≤ α
(
‖yt‖C

hi
n

)
.

So, we have

‖x (t)‖ ≤ ‖y (t)‖ +

k∑
i=0

∥∥∥∥∥
∫ 0

−hi

eA(−hi −s) Bi u (t + s) ds

∥∥∥∥∥
≤ ‖y (t)‖ +

k∑
i=0

hi |||eA.
|||

C
hi
n

|||Bi ||| ‖ut‖C
hi
m

≤ ‖y (t)‖ +

k∑
i=0

hi |||eA.
|||

C
hi
n

× |||Bi ||| ‖k‖∞ ‖ f ◦ yt‖C
hi
m

≤ ‖y (t)‖ +

k∑
i=0

hi |||eA.
|||

C
hi
n

× |||Bi ||| ‖k‖∞ α(‖yt‖C
hi
n

).

The characterization of the asymptotic stability given for
example in [13, Lemma 4.5] leads to the fact that if y (t) tends
asymptotically to the origin then x (t) tends also. This proof is
also true for finite-time stability. �

Remark 8. The realization–implementation of the feedback
control (5) is a challenge. To do that, it would be useful to use
some results given in [14] for the Smith predictor.

Here we want to develop the finite-time stabilization of
scalar time-delayed systems. Consider the system

ẏ = ay + bu, y, u ∈ R (6)

with b 6= 0.

Proposition 9. Let a, bi ∈ R for 0 ≤ i ≤ k, the system

ẋ (t) = ax (t) +

k∑
i=0

bi u (t − hi ) , t ∈ R (7)

is finite-time stabilizable under the feedback control

u (t) =
−1
b

[
a y (t) + |(y (t))|α sgn (y (t))

]
where 0 < α < 1,

y (t) = x (t) +

k∑
i=0

Lhi
(a,bi )

ut

and

b =

k∑
i=0

bi e−ahi .

Moreover, the settling time satisfies

T0 (xt ) ≤
|y (0)|1−α

1 − α
+ max

0≤i≤k
hi .

Proof. System (6) is finite-time stabilizable by the feedback
control

u =
−ay − |y|

α sgn (y)

b
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with 0 < α < 1 and the settling-time function is given by

T (y (t)) =
|y (0)|1−α

1 − α
(8)

(see [2]). By using Theorem 7 with

b =

k∑
i=0

bi e−ahi

we have the first part of the result.
Now, we have to prove that

T0 (xt ) ≤
|y (0)|1−α

1 − α
+ max

0≤i≤k
hi .

Eq. (8) leads to the fact that

y (t) = x (t) +

k∑
i=0

Lhi
(a,bi )

ut

reaches the origin in a finite amount of time

T (y (t)) =
|y (0)|1−α

1 − α

so

x (t) = −

k∑
i=0

Lhi
(a,bi )

ut

for all t ≥
|y(0)|1−α

1−α
. At the same time

u (t) =
−1
b

[
ay (t) + |(y (t))|α sgn (y (t))

]
= 0

for all t ≥
|y(0)|1−α

1−α
. Then,

Lhi
(a,bi )

ut =

∫ 0

−hi

ea(−hi −s)bi u (t + s) ds

becomes zero for all t ≥
|y(0)|1−α

1−α
+ hi . As it is true for all

0 ≤ i ≤ k, we deduce that

T0 (xt ) ≤
|y (0)|1−α

1 − α
+ max

0≤i≤k
hi . �

Let us give an illustrative example of Proposition 9.

Example 10. By using Proposition 9, we know that the system

ẋ (t) = x (t) + u (t − h)

is finite-time stabilizable under the feedback control

u (t) = −y (t) − |(y (t))|
1
2 sgn (y (t))

with

y (t) = x (t) + Lh
(1,1)ut .

This leads to the simulation on Fig. 2.

Remark 11. We may notice that the feedback controls in
Theorem 7 and Proposition 9 involve storing the past control
input history and computing an integral at every instant. As it
has been mentioned in the introduction, these feedback controls
are with distributed delays.
Fig. 2. Simulation with h = 0.2, x (0) = 0 and u (t) = 0 for t < 0.

Finally, we consider the problem of finite-time stabilization
of the chain of integrator with delay in the input given by

ẋ1 (t) = x2 (t)
...

ẋn−1 (t) = xn (t)
ẋn (t) = u (t − h)

(9)

and denoted in short by

ẋ (t) = Ăx (t) + B̆u (t − h)

with

Ă =


0 1 0 · · · 0
...

. . .
. . .

. . .
...

...
. . . 1

...

0 · · · · · · 0 0

 , B̆ =


0
...

0
1

 .

Proposition 12. Let k = (k1, . . . , kn) ∈ Rn such that the
polynomial sn

+knsn−1
+· · ·+k2s +k1 is Hurwitz, there exists

ε ∈ (0, 1) such that for all α ∈ (1 − ε, 1), the system (9) is
globally finite-time stabilizable under the continuous feedback
control

uα (t) = −k1by1 (t)eα1 − · · · − knbyn (t)eαn (10)

where

bxe
α

= |x |
α sgn (x) , x ∈ R

y (t) = x (t) + Lh(
Ă,B

)ut , B = e−Ah B̆

and α1, . . . , αn satisfy
αi−1 =

αiαi+1

2αi+1 − αi
, 2 ≤ i ≤ n

αn = α,

αn+1 = 1.

(11)

The proof is a direct consequence of Theorem 7 and [15,
Proposition 8.1].
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5. Conclusions

Here, we are interested in the finite-time stability of
functional differential equations and the finite-time stabilization
problem of linear systems with delays in the input. A general
theoretical result involving the Lyapunov functional gives a
general sufficient condition for the finite-time stability of
RFDEs and an example of a finite-time stable delayed system is
addressed. Nevertheless, this result is not practical and cannot
be used to stabilize in finite time a large class of linear systems.
This is the reason why we expand Artstein’s model reduction
to nonlinear feedback, in order to use a finite-time controller
for a linear system with delays in the input. This lead to
the finite-time stabilization of linear scalar systems and of
the chain of integrator under a distributed delayed feedback
control.
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